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Dear professors and distinguished delegates, 

 

 

Welcome to The 2nd International Conference on Information Science and System in Tokyo, 

Japan!  

 

 

We wish to express our sincere appreciation to all the International Advisory Chair, Conference 

Chairs, Program Chairs, and Technical Committee. Their high competence and professional 

advice enable us to prepare the high-quality program. Special thanks to the keynote speakers as 

well as all the authors for contributing their latest research to the conference. We hope all of you 

have a wonderful time at the conference and also in Tokyo.  

 

 

The conference is featured with keynote speeches and parallel sessions. One best presentation 

will be selected from each parallel session, evaluated from: Originality, Applicability, Technical 

Merit, Visual Aids, and English Delivery. Wishing you all the very best of luck with your 

presentations! 

 

 

We believe that by this excellent conference, you can get more opportunity for further 

communication with researchers and practitioners with the common interest in Information 

Science and System.  

 

 

In order to hold more professional and significant international conferences, your suggestions 

are warmly welcomed. We look forward to meeting you again next time! 

 

 

 

Yours sincerely, 

 

ICISS 2019 Conference Organizing Committee  

Tokyo, Japan 
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Notes: 

 

Õ You are welcome to register at any working time during the conference. 

 

Õ Please kindly keep your Paper ID in mind so that the staff can quickly locate your 

registration information onsite.  

 

Õ Certificate of Listener can be collected in front of the registration counter. Certificate of 

Presentation will be awarded after your presentation by the session chair.  

 

Õ One Best Presentation will be selected from each parallel session and the author of best 

presentation will be announced and awarded when the session is over. 

 

Õ Your punctual arrival and active involvement in each session will be highly appreciated. 

 

Õ Please kindly make your own arrangements for accommodations. 

 

Õ Please keep all your belongings (laptop and camera etc.) with you in the public places, buses, 

metro.  

 

 

Warm Tips for Oral Presentation: 

 

Õ Get your presentation PPT or PDF files prepared. 

 

Õ Regular oral presentation: 15 minutes (including Q&A). 

 

Õ Laptop (with MS-Office & Adobe Reader), projector & screen, laser sticks will be provided by 

the conference organizer.



VENUE  
  

 

 5 / 50 
 

Tokai University 

Building 4th in Takanawa campus 

Add.: 2-3-23, Takanawa, Minato-ku, Tokyo 108-8619, Japan  

https://www.u -tokai.ac.jp/english/campus/campuses/takanawa.html  

Location: 
Takanawa campus is conveniently situated in the commercial heart of Tokyo, next to the bustling 

business district of Shinagawa. Home to many of the leading manufacturers in the digital 

communications sector, Shinagawa is the ideal location to pursue strategic partnerships with industry in 

the education space. 

 

 
Note: This restaurant is located in the basement 1 floor at Building 4 where is one lower floor than the 

conference floor. 

https://www.u-tokai.ac.jp/english/campus/campuses/takanawa.html
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Prof. Harumi Watanabe  

Tokai University, Japan  

Dr. Harumi Watanabe received Doctor of Engineering from School of Computing, Tokyo 

Institute of Technology, Tokyo, Japan. She is currently a full professor and the Head of 

Department of Embedded Software (2014-), Tokai University. Her research interests are 

mainly in the areas of IoT, cyber-physical, and embedded system developments methods and 

their education. She is a chair of the Special Interest Group on Embedded Systems (SIG-EMB), 

Information Processing Society of Japan (IPSJ) (2016-). She has organized and managed 

several robot contests since 2004. Her students have participated in many robot contests 

and have received awards every year. She was the chair of the board of NHK robot contest, 

Tokai region (2006). NHK robot contest is broadcasting in NHK and is the most major 

contest related to robot developments. In inter-high school championships on electronics 

manufacturing Japan, she was the chair of the board of the award of Ministers of Education, 

Culture, Sports, Science and Technology (2007), and the chair of the board of the award of 

Minister of Health, Labour and Welfare Japan (2018). She is a steering committee of Asia 

Pacific Conference on Robot IoT System Development and Platform (APRIS) (2018-). This 

conference organizes a robot contest for providing education of IoT system development. 
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 Prof. Girija Chetty  

University of Canberra, Australia  

Dr. Girija Chetty has a Bachelors and Masters degree in Electrical Engineering and Computer 

Science, and PhD in Information Sciences and Engineering from Australia. She has more than 

25 years of experience in Industry, Research and Teaching from Universities and Research 

and Development Companies from India and Australia, and has held several leadership 

positions including Head of Software Engineering and Computer Science, and Course 

Director for Master of Computing Course. Currently, she is the Head of Multimodal Systems 

and Information Fusion Group in University of Canberra, Australia, and leads a research 

group with several PhD students, Post Docs, research assistants and regular International 

and National visiting researchers. She is a Senior Member of IEEE, USA, and senior member 

of Australian Computer Society, and her research interests are in the area of multimodal 

systems, computer vision, pattern recognition and image processing. She has published 

extensively with more than 120 fully refereed publications in several invited book chapters, 

edited books, high quality conference and journals, and she is in the editorial boards, 

technical review committees and regular reviewer for several IEEE, Elsevier and IET journals 

in Computer Vision, Pattern Recognition and Image Processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



KEYNOTE  
  

 

 8 / 50 
 

 

Prof. Guo Song  

The Hong Kong Polytechnic University, Hong Kong  

Dr. Song Guo received his Ph.D. in computer science from University of Ottawa. He is currently a 

full professor at Department of Computing, The Hong Kong Polytechnic University. Prior to 

joining PolyU, he was a full professor with the University of Aizu, Japan. His research interests are 

mainly in the areas of cloud and green computing, big data, wireless networks, and 

cyber-physical systems. He has published over 300 conference and journal papers in these areas 

and received multiple best paper awards from IEEE/ACM conferences. His research has been 

sponsored by JSPS, JST, MIC, NSF, NSFC, and industrial companies. Dr. Guo has served as an 

editor of several journals, including IEEE Transactions on Parallel and Distributed Systems 

(2011-2015), IEEE Transactions on Emerging Topics in Computing (2013-), IEEE Transactions on 

Green Communications and Networking (2016-), IEEE Communications Magazine (2015-), and 

Wireless Networks (2013-). He has been actively participating in international conferences as 

general chair and TPC chair. He is a senior member of IEEE, a senior member of ACM, and an IEEE 

Communications Society Distinguished Lecturer. 
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 Prof. Dong Hwa Kim  

Hanbat National University, South Korea  

Dr. Dong Hwa Kim received Ph.D from Ajou University in Korea and also got Ph.D from Dept. of 

Computational Intelligence and Systems Science, TIT (Tokyo Institute of Technology, K. Hirota 

Lab.), Tokyo, Japan. 

He has experience in many areas such as Visiting Professor, Mechanical, Optic, Engineering 

Informatics, Budapest University of Technology and Economic (March 20, 2012-2013), President, 

Korea Institute HuCARE (President of Hu-CARE (Human-Centered Advanced Technology 

Research/Education, 2009 – ), EU-FP NCP (ICT) in Korea (Nov. 2009-), Korea Atomic Energy 

Research Institute (Nov., 1977-March, 1993), President, Daedeok Korea-India Forum (March 1, 

2010 – ), Vice-president of the recognition board of the world congress of arts, sciences and 

communications, IBC (Sept. 1, 2007, UK), Co-editor, Japan Society for Fuzzy Theory and 

Intelligent Informatics, executive committees (June 2, 2007 -2009), Co-editor, Journal of 

Advanced Computational Intelligence and Intelligent Informatics (JACIII, Fujii press, Japan (2006-), 

Director of National Science Foundation (2006-2008). 

He wrote many columns about science & technology strategy and policy in major newspaper in 

Korea. He also had ever have lecture and keynote speaker in over 100 University and conference 

or forum over the world. He was Book Author in Hybrid Evolutionary Algorithms (Computational 

Intelligence 75), Springer, Germany, 2007, and published 200 papers in international Journal and 

awards 2000 Outstanding Intellectuals of the 21st Century, Top 100 Engineers 2008 (UK), 

International Einstein Award for Scientific achievement. 

He got also best innovation award from Hankook Illbo (Korea major daily newspaper) on 2009. 

He is now working at Hanbat National University (2009 – ). 
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< March 16 , 2019> 

  
The Entrance Hall of Building 1 

10:00-17:00 Registration & Conference Materials Collection 

 

Note: This restaurant is located in the basement 1 floor at Building 4 where is one lower floor 

than the conference floor. 

 

Morning < March  17, 2019> 

 
4101 

09:00-09:10 Opening Remark 
Prof. Harumi Watanabe  

Tokai University, Japan 

09:10-09:50 Keynote Speech I 

Prof. Girija Chetty  

University of Canberra, Australia 

Speech Title: Multimodal Computational Framework Based on 

Deep Learning for Biomedical Image Analysis 

09:50-10:20 Coffee Break & Group Photo 

10:20-11:00 Keynote Speech II 

Prof. Guo Song 

National University of Singapore, Singapore 

Speech Title: Machine Intelligence in Geo-Distributed Systems: 

From Cloud to Edge 

11:00-11:40 Keynote Speech III 

Prof. Dong Hwa Kim 

Hanbat National University, South Korea 

Speech Title: The Application of AI in Material Science, Social 

Pattern, Economy, and Blockchain 

11:40-12:20 Keynote Speech IV 

Prof. Harumi Watanabe  

Tokai University, Japan 

Speech Title: How to Build a Project-Based Learning for IoT 

System Development  

 

Lunch Time <12:20-13:30>  Location: Kome-doll 

Note: lunch coupon is needed for entering the restaurant. 

Afternoon  < March  17, 2019> 

13:30-15:30 
Session I- Neural Network and Deep Learning-7 presentations 

 

4101 IS100, IS112, IS007, IS020, IS022, IS063, IS108 
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Poster Display 

IS048, IS034-A, IS120, IS016-A 

Session II- Algorithm Design and Optimization-8 presentations  

4106 IS047, IS018, IS045, IS055-A, IS075, IS098, IS111, IS036 

Session III- Image Processing and Application-6 presentations  

4102 IS088, IS030, IS031, IS107, IS068, IS124-A 

Coffee Break <15:30---15:45> 

 

15:45-18:15 

Session IV- Computer Theory and Technology-8 presentations 
 

4101 IS041, IS049, IS062, IS065, IS092, IS103, IS078, IS039 

Session V- Mobile Application Development and Application-10 presentations 
 

4106 IS035, IS074, IS079, IS091, IS043, IS1002, IS037, IS050, IS038, IS060 

Session VI- Modern Information Theory and Information Medical Technology 

-9 presentations  

4102 
IS051, IS054, IS042, IS104-A, IS105, IS116, IS117, IS126, IS023 

 

 

Dinner <18:15-20:00>   Location: Kome-doll 

Note: dinner coupon is needed for entering the restaurant. 

 

Morning  < March  18, 2019> 

09:00-10:00 

Session VII- Communication and Information System-4 presentations 
 

4106 IS009, IS014, IS021, IS118 

Session VIII- Industrial Automation and Management-4 presentations 
 

4102 IS033, IS057-A, IS059, IS066 

 

 Coffee Break <10:00---10:15> 

 

10:15-11:30 

Session VII- Communication and Information System-5 presentations 
 

4106 IS121, IS044, IS115, IS076, IS090-A 

Session VIII- Industrial Automation and Management-4 presentations 
 

4102 IS082, IS125-A, IS067, IS123-A 

 
 



AGENDA  
  

 

 12 / 50 
 

< March  19, 2019> 

09:00-17:00 Social Networking Event 

Route: Seaside Top--Imperial Palace Plaza--Ginza <Drive By>--Sensoji Temple & Nakamise Shopping Street--Sumida 

River Cruise 

Note: If you are interested, please pay for it by March 5. If you miss this date, we can’t accept your request 

anymore. 

The schedule may change due to bad weather or some other inevitable factors. 
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March 17 , 2019 

 
Opening & Speeches 

Time: 09:00-12:20 

 4101 

09:00-09:10 

Opening Remark 

Prof. Harumi Watanabe  

Tokai University, Japan 

09:10-09:50 

 

Multimodal Computational Framework Based on Deep Learning for Biomedical Image 

Analysis 

Prof. Girija Chetty  

University of Canberra, Australia 

 

Abstract—Traditional approaches in biology generally look at only a few aspects of an 

organism at a time and try to analyse diseases, by molecularly dissecting them, and 

studying them part by part with the expectation, that the sum of knowledge of parts 

can explain the underlying cause of disease. Seldom has this been a successful strategy 

to understand the causes and cures for complex diseases. Major advances in machine 

learning, artificial intelligence and data science are beginning to have an impact on 

how to objectively uncover the complex interactions between large data involving 

multiple data sources, and detect the biomarkers, and track the status and progression 

of disease. In this talk, the details of a multimodal computational framework and deep 

learning tools for biomedical image analysis being developed in our research laboratory 

will be presented.  

 

Coffee break & group photo 

09:50---10:20 

10:20-11:00 

Machine Intelligence in Geo-Distributed Systems: From Cloud to Edge 

Prof. Guo Song 

The Hong Kong Polytechnic University, Hong Kong 

 

Abstract—When accessing cloud-hosted modern applications, users often suffer a 

significant latency due to the long geo-distance to the central cloud. Edge computing 

thus emerges as an alternative paradigm that can reduce this latency by deploying 

services close to users. In this talk, we will analyze the methodology and limitations of 

popular approaches for supporting AI services on geo-distributed systems along the 

evolution from cloud computing to edge computing. In particular, we shall discuss how 

to deal with different sets of challenges in training and inference, the two phases of 

machine learning based applications, over heterogeneous geo-distributed systems. We 
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shall also present our recent studies on data driven resource management among 

networked collaborative edges.  

11:00-11:40 

The Application of AI in Material Science, Social Pattern, Economy, and Blockchain 

Prof. Dong Hwa Kim 

Hanbat National University, South Korea 

 

Abstract—The influence of AI is growing up more and more in everywhere. Game, 

medical, business, and etc. AI also is growing up for science areas by using AI’s learning 

technology. More recently blockchain is growing up as the new network technology 

into security, smart contracts, and networking. Therefore, many universities are 

permitting students to pay tuition fee as blockchain in Swiss. Also global company is 

establishing this related technolony as blockchain centrer. It is clear that the 

technology of blochchain is becoming seriously useful in security, distributed work, etc. 

On the other hand, existing AI is going to combine with blockchain and examining the 

2nd Internet in terms fast combined development in AI and blochchain. This lecture 

will provide current application in material science and analysis. Also how the impact of 

AI is big now and future in social and economic area. Herein, young generation and 

researcher such as master course should recognize their research areas and topics for 

their job or future works. And this presentation will explore how AI and blochchain can 

be combined for the DCS (Distributed Control System) as one of example through 

research experience and its combined technology can be useful in innovative 

applications and how the results will influence social factors, platform architectures, 

distributed system in the future. The presentation is hoped to provide motivation for 

young researchers and students to explore novel research directions or advance their 

extending knowledge. 

11:40-12:20 

How to Build a Project-Based Learning for IoT System Development 

Prof. Harumi Watanabe 

Tokai University, Japan 

 

Abstract—Towards an era of IoT and Industry 4.0, the demand for embedded system 

engineers is rising, and the importance of education is increasing. During the past 

decade, the educational materials and the methods have been highly progressing to 

fulfill the demand. LEGO, Arduino, and Raspberry Pi contribute to learning IoT systems. 

Recently, many elementary schools and kindergartens adopt LEGO or small robots for 

learning computer science. In the early 2000s, to develop a small robot, we had needed 

to build electronic circuits and write programs for devices. Although LEGO Mindstorms 

had already been proposed, the functions were limited in the smallest. Regarding the 

educational methods, Project-Based Learning (PBL) has become to be popular, and 

Robot contests have been opening in anywhere. However, we cannot easily educate 

students who will be embedded system engineers, even though the educational 

materials and the methods are improving; because the engineers need knowledge of 

broad fields. We need to consider what we should educate the students in a limited 
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period in a university curriculum, and how to raise the students' motivation. To solve 

such problems, we have organized a robot contest called ESS robot challenge and 

provided the education on PBL since 2004. In this talk, I would like to share the 

experience for fifteen years. 

 

 

 

Lunch Time <12:20-13:30>   Location: Kome-doll 

Note: lunch coupon is needed for entering the restaurant. 

 

 

 

Session I: Neural Network and Deep Learning 

Time: 13:30-15:15  

 4101 

Chair: Prof. Tatsuya Akutsu, Kyoto University, Japan 

IS100 

13:30-13:45 

A Deep Learning Based Fast-Flux and CDN Domain Names Recognition Method 

Xunxun Chen, Gaochao Li, Yongzheng Zhang, Xiao Wu and Changbo Tian 

Institute of Information Engineering, Chinese Academy of Sciences, China 

 

Abstract—Fast-Flux(FF) service network is one of the common technical means for 

network malicious behavior (such as phishing websites, spam, botnets, etc.) to avoid 

attack. Through the rapid change of answered IP addresses of the required domain 

name, Fast-Flux can avoid being isolated by IP blacklist and improve the availability of 

its services. Due to the use of Content Distribution Network (CDN) and circular DNS 

technology, some normal network services have similar characteristics. Differentiation 

between FF domain name and CDN domain name is one of the key problems in FF 

domain name detection. For the problems that manual extraction of FF features is 

complex and is easy to be deliberately bypass by the FF designer, this paper proposes a 

method called Fast-flux and CDN Domains Recognizer (FCDR) to self-learning FF and 

CDN features and recognition them based on LSTM network. By learning the domain 

names’ resolved results collected at different times in different areas, the FCDR can 

classify and identify Fast Flux domain name, CDN domain name, other malicious 

domain names and common non-CDN domain name more accurately. 

IS112 

13:45-14:00 

Pairwise Cluster Similarity Domain Adaptation for Multimodal Deep Learning 

Architecture 

Rizal Setya Perdana and Yoshiteru Ishida 

Toyohashi University of Technology, Japan  
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Abstract—In this work, we investigate the drawback of direct application from a dataset 

to the new domain with a different probability distribution, known as domain shifting. 

The two different probability distribution of datasets is generally known as source 

domain and target domain. Regularly, when we use large datasets from the open 

repository (source domain) for the new problem (target domain), we need to bridge for 

adapting these two domains. Notably, this research focuses on learning setup for the 

multimodal task which is commonly known as domain adaptation. To minimize the 

difference between the source and target domain, we employ cluster analysis with a 

modification of the loss function of a deep neural network. The modification of the loss 

function is done by combining the cross-entropy with covariance between source and 

target domains. We propose a method named Pairwise Cluster Similarity Domain 

Adaptation (PCSDA) that orders the distance among clusters from the source and target 

domains. Comprehensive experimental results of image captioning task (object 

detection on image and text generation) demonstrate the robustness and effectiveness 

of the proposed method. 

IS007 

14:00-14:15 

Clothing Classification using the Convolutional Neural Network Inception Model 

John Paul A. Madulid and Paula E. Mayol 

University of the Philippines Cebu, Philippines 

 

Abstract—Convolutional neural network (CNN) is a type of artificial neural network 

commonly used in analyzing images. Images of clothes are great factors in driving the 

clothing industry today and trends found in the current fashion styles drive the online 

clothing economy. This study attempts to create a clothing classification tool with the 

use of convolutional neural networks. A method for creating an automated clothing 

classifier was presented, trained from 5600 clothing images in 7 classes using the 

Inception architecture. The trained model obtained an estimated accuracy of 95%. The 

model identified different clothing categories with an accuracy of 96.2% in coherence 

with the estimated accuracy result. It also had a recall of 0.981 and a precision of 1. 

Future works include improvement in recognition capability by enabling future 

classifiers to recognize and identify full apparel in a single image. 

IS020 

14:15-14:30 

Real-time Electric Vehicle Classification for Electric Charging and Parking System Using 

Pre-trained Convolutional Neural Network 

Yian Seo and Kyung-shik Shin 

Ewha Womans University, South Korea 

 

Abstract—Deep learning can be applied on vehicle image classification diverse purposes 

such as real-time vehicle recognition, vehicle license plate character recognition, 

vehicle logo identification, and vehicle color classification. We categorize electric 

vehicle model images according to electric vehicle types and classify each image using 

Convolutional Neural Network for electric vehicle parking and charging system. The 

suggested model can support optimization problem of charging equipment installation 

and usage by recognizing the electric vehicle type real-time basis at the entrance of 



ABSTRACT  
  

 

 17 / 50 
 

parking or charging system and directing each vehicle where to park and charge as 

each has different charge method and needs different charging equipment. The model 

is built using transfer learning, that is, we pre-train the network with large dataset 

compensating the small amount of main dataset and then fine-tune the network with 

our electric vehicle type dataset. We perform 10-fold experiments and achieve final 

test accuracy of 77.6%. 

IS022 

14:30-14:45 

Expanding the feature space of deep neural networks for sentiment classification 

Mate Kovacs and Victor V. Kryssanov 

Ritsumeikan University, Japan 

 

Abstract—Deep learning has made remarkable advances in many application domains, 

demonstrating its robustness in various data mining tasks. However, it is often 

overlooked that external information sources can explicitly be included in deep 

learning models to expand their feature space for improved performance. This paper 

presents a neural network architecture for multi-class sentiment analysis, incorporating 

semantic information from a sentiment lexicon. The model was evaluated on a small 

dataset of Japanese hotel reviews, with results indicating that integrating sentiment 

polarities into neural networks can increase classification accuracy. 

IS063 

14:45-15:00 

Inferencing the best AI service using Deep Neural Networks 

Atsushi Hoshino, Takumi Saito and Mizuki Oka 

Chinoh Inc, Japan 

 

AbstractðMany learned inference engines have been released as cloud-based AI 

services. However, because these engines are easy to use, accuracy and fairness are 

necessary. A previous study revealed that the accuracy of cloud-based AI services 

varies depending on the input. Thus, we propose to infer the best AI services by 

learning their different output results as training data. Our model, “AI for selecting the 

best AI,” involves meta-learning; it learns the output of the cloud-based AI service as 

metadata. The results of our experiments to infer face attributes (i.e., age and gender) 

on a face image dataset crawled from Wikipedia showed that the accuracy of our 

system was 2.4% higher than that of existing face classification cloud-based AI services. 

Notably, results on inferring age, where training data for each service showed a 

significant difference in the tendency for accuracy, had 2.7% higher accuracy compared 

to existing cloud-based AI services. 

IS108 

15:00-15:15 

A Mixed Integer Linear Programming Formulation to Artificial Neural Networks 

Tatsuya Akutsu and Hiroshi Nagamochi 

Kyoto University, Japan 

 

Abstract—This paper studies the problem of computing an input vector for a given pair 

of Artificial Neural Network (ANN) and output vector, which is a kind of inverse 

problem. This problem has potential applications in design of new objects, especially in 

design of new chemical compounds. This paper focuses on ANNs in which activation 
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functions are represented as continuous piece-wise linear functions, which can exactly 

represent ReLU functions and well approximate sigmoid functions. It is shown that this 

inverse problem can be formulated as a Mixed Integer Linear Programming Problem 

(MILP) with O(|V | + nb) variables and constraints, where V is a set of neurons in a 

given ANN and nb denotes the total number of break points over all activation 

functions fv , v ҽ V . 

 

 

Session II: Algorithm Design and Optimization 

Time: 13:30-15:30  

 4106 

Chair: Prof. Ma. Christina R. Aragon, Technological Institute of the Philippines, Philippines 

IS047 

13:30-13:45 

A Mobile Application for Organic Farming Assistance Techniques using Time-Series 

Algorithm 

Paula Jean M. Castro, Jasmin A. Caliwag, Roxanne A. Pagaduan, Joshua M. Arpia, and 

Gracelyn I. Delmita 

Presenter: Reynaldo E. Castillo 

Technological Institute of the Philippines, Philippines 

 

Abstract—The study focused on the development of a mobile application which aims to 

assist farmers and target users with the different techniques in planting crops. The 

application includes suggestions on which type of crop is suitable to plant in a specific 

type of soil and season. This application also provides guidelines on how to make 

essential fertilizer to help farmers in treating different crops condition. Furthermore, 

the developers implemented the time-series moving average algorithm which allows 

farmers and other users to monitor their expenses and forecast the demand on their 

crops. The Prototyping method was applied by the researchers as the methodology 

during the development of the project due to the increase in the number of 

requirements and series of remodeling. The developed application was evaluated by 

agriculturist, IT professionals and target users using ISO/IEC 9126 as a tool for software 

testing, usability, functionality, and reliability. The results of the evaluation showed 

that the application was able achieved the defined objectives from the outcome of the 

survey given to the experts and other evaluators. 

IS018 

13:45-14:00 

An Efficient Approximation Algorithm for the Steiner Tree Problem 

Chi-Yeh Chen 

National Cheng Kung University, Taiwan 

 

AbstractðThe Steiner tree problem is one of the classic and most fundamental NP-hard 

problems: given an arbitrary weighted graph, seek a minimum-cost tree spanning a 

given subset of the vertices (terminals). Byrka et al. proposed a 

 approximation algorithm in which the linear program is solved at every-צ+1.3863

iteration after contracting a component. Goemans et al. shown that it is possible to 
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achieve the same approximation guarantee while only solving hypergraphic LP 

relaxation once. However, optimizing hypergraphic LP relaxation exactly is strongly 

NP-hard. This article presents an efficient two-phase heuristic in greedy strategy that 

achieves an approximation ratio of 1.4295. 

IS045 

14:00-14:15 

Utilization of Feature Detector Algorithms in a Mobile Signature Detector Application 

Maria Christina Aragon, Reynaldo Castillo, Jasper Agustin, and Ian Benedict Aguilar 

Technological Institute of the Philippines, Philippines 

 

AbstractðA signature is a legal representation of a person. Forgers take advantage of 

this fact as they copy and imitate signatures for their own benefit. People could lose 

money or properties with their forged signatures used to close a contract, or to 

withdraw from banks. With this in mind, the researchers developed inSignia, a mobile 

application that could help possible victims of forgery. InSignia verifies signatures for 

authenticity and forgery using smartphone cameras and images. The study uses BRISK, 

or Binary Robust Invariant Scale Keypoints, a feature detector algorithm in comparing 

images. The mobile application allows image storage through a profile list, collecting, 

and saving significant signature images that can be compared to another signature 

image for authenticity. The study used Mobile Software Development Model (MDSM) 

as the project development methodology, which tolerated simultaneous testing and 

development of the application, as well as concept changes. The mobile application 

was subjected to stress and field testings. With the use of ISO/IEC 2011 25010: Systems 

and software engineering — Systems and software Quality Requirements and 

Evaluation (SQuaRE), the application was evaluated in terms of its functionality, 

usability, reliability, and efficiency. Based on the evaluation results, the application 

satisfied the respondents and possible users, with an overall mean rating 4.16 or ‘Very 

Acceptable’. 

IS055-A 

14:15-14:30 

The optimization methods for the car-to-train problem 

Jie Xiao, Haowei Yu, Hongying Yan and Mei Jiang 

China Railway Eryuan Engineering Group CO. LTD, China 

 

Abstract—In this paper, we solve the car-to-train problem based on the train route 

policy, which determines which train service will be operated, the service frequency 

and the classification strategy of car flows. We provide three formulations for this 

problem: an arc-based formulation, a path-based formulation and an integer 

programming optimization formulation based on the tree-structure characteristic. The 

path-based formulation can reduce the number of variables and better handle the 

operation constraints compared with arc-based formulation, but in both of them, the 

classification policy of car flows are independent of each other, while the last model 

consider the association among car flows in the real-life world, i.e. after different car 

flows which origin from different yards and destine for the same yards merging at the 

intermediate yard during the route will have the same classification strategy. Three 

models aim to maximize the total cost savings compared to the strategy in which all car 
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flows in the railway network will be shipped to their destination directly without 

classification. The objective function includes the accumulation car-hour costs and the 

classification car-hour costs. To overcome premature convergence and speed up 

calculation process, an improved genetic algorithm is developed, which introduces the 

dynamic mutation probability, filters same chromosome, adopts crossover strategy of 

“two-parents-and-one-kid”. The model and approach are tested in a sub-network of 

China to compare with the optimal solution obtained through commercial optimization 

software. The results show the effectiveness of the model and the algorithm. 

IS075 

14:30-14:45 

Enhanced Data Encryption Standard (DES) Algorithm based on Filtering and Striding 

Techniques 

Ryndel V. Amorado, Ariel M. Sison and Ruji P. Medina 

Technological Institute of the Philippines, Philippines 

 

AbstractðData Encryption Standard (DES) is the most widely used symmetric-key 

algorithm for encryption algorithm. Different attacks like brute force and cryptanalysis 

attack can be used to break DES due to its small key size and simple and uniform 

distribution XOR operation. With the issues mentioned above, this paper proposes 

modification to enhance DES against these various attacks. The proposed enhancement 

used f-function by incorporating striding techniques instead of just performing the XOR 

operation between 56- bit sub key and the plaintext.  The security against the known 

exhaustive attack and cryptanalysis attack was enhanced. The enhanced DES have been 

evaluated and compared against original DES using avalanche effect. Enhanced DES 

resulted to an average of avalanche effect of 55% due to one-bit vibration in plaintext. 

IS098 

14:45-15:00 

The Reselection of Adjacent Sets by Consistency-Based Feature Selection Algorithm 

Sho Shimamura and Kouichi Hirata 

Kyushu Institute of Technology, Japan 

 

Abstract—In this paper, we introduced the reselection of adjacent sets by the 

consistency-based feature selection algorithm. Here, an adjacent set is the feature set 

obtained by applying the algorithm to the data set such that a single algorithm in the 

feature set selected by the algorithm is removed and we call such an application the 

reselection of adjacent sets. Then, we give a simple example that, for the algorithm 

CWC, the cardinality of an adjacent set is not always larger than that of the feature set 

selected by CWC. Next, we give experimental results to evaluate the results of the 

reselection of adjacent sets by CWC, by using real data and nucleotide sequences. 

IS111 

15:00-15:15 

3D L-System Pathfinding with Genetic Algorithm 

Djuned Fernando Djusdek and Yoshiteru Ishida 

Toyohashi University of Technology, Japan 

 

AbstractðL-System and Extended L-System for pathfinding is an approach to exploring 

unexplored land. However, this covers only a few cases. In this study, we propose 

general solutions for 2 and 3-dimensional exploration. We use the Genetic Algorithm 
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(GA) as an L-Systems' grammar modifier that combines with a spherical coordinate 

system to calculate the next growth position. By using GA, we can quickly develop 3D 

exploration for flying agents by adding new genes. In this paper, the experiments were 

done separately between walking agents and flying agents’ exploration. The 

experimental results are validated and performed in the simulation system. The 

performance is verified by calculating the percentage of the coverage area, the 

execution time and the shortest path distance. In this research, by using GA the 

distance of the explored path is reducing — however, it takes longer execution time. 

IS036 

15:15-15:30 

TrackMe: A Recommender System for Preschools in Quezon City using Content-based 

Algorithm 

Jasmin A. Caliwag, Roxanne A. Pagaduan, Felizardo C. Reyes Jr., John Paul C. Olos and 

Reynaldo E. Castillo 

Technological Institute of the Philippines, Philippines 

 

Abstract—Problems of student guardians are not familiar in the school information and 

where to locate the Preschool in Quezon City, Philippines. The recommender mobile 

application developed is capable of giving information, location, and direction of 

preschools by implementing a Content-based Filtering approach. The content-based 

filtering is based on the correlation between the content of the items and the user’s 

preferences.  The study also serves as a guiding tool in navigating the preferred 

preschool in the fastest or shortest path ways. The study used the Rapid Application 

Development model in order to deliver expected outputs.  

Surveys using a questioner drafted from ISO 9126 were conducted to determine the 

effectiveness of the developed mobile application in terms of its functionality and 

usability. It was concluded that the recommender mobile application is an effective 

tool in giving navigation and campus information for its users. For the result, the 

average mean of all the criteria yields 4.50 interpreted as strongly agreed using the five 

(5) points Likert Scale. Thus, the mobile application is functional, and useable to serve 

its purpose. 

 

 

Session III: Image Processing and Application 

Time: 13:30-15:00  

 4102 

Chair: Prof. Craig E Kuziemsky, University of Ottawa, Canada 

IS088 

13:30-13:45 

MFRdnsI: A DNS Recursive Server Identification and Classification Method Based on 

Deep Learning 

Gaochao Li, Xunxun Chen, Peng Chang, Xin Zou, Tianning Zang and Xiao Wu 

Institute of Information Engineering, Chinese Academy of Sciences, China 

AbstractðThe Internet and domain name infrastructure are developing rapidly. The 

amount of domain name registration and system deployment scale of the domain 

name system continue to grow. The security and stable operation of the domain name 
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system is a necessary for the stable running of the Internet. It is necessary to monitor 

the security status of important network elements such as the recursive server of the 

domain name system. In the work of Internet recursive server identification, the active 

detection method often has some problems. A lot of recursive server refuse to reply to 

foreign requester and some internet areas are unreachable to the probers. This paper 

proposes a recursive server identification method based on deep learning called 

MFRdnsI, which analysis the traffic direction characteristics, traffic statistics features 

and protocol field features in the DNS resolving records and uses multi-layer 

perceptron for automatic learning of multidimensional features. The experimental 

results show that MFRdnsI can effectively identify and classify the recursive server IP in 

the resolving logs and has high accuracy and low false positive rate. 

IS030 

13:45-14:00 

Quadratic time algorithm for maximum induced matching problem in trapezoid graphs 

Viet-Dung Nguyen and Phan-Thuan Do 

Korea Advanced Institute of Science and Technology, South Korea 

 

AbstractðMaximum matching problem is one of the most fundamental and applicable 

problems in graph theory. Various algorithms to solve it are introduced from the 

mid-20th century. Recently, maximum induced matching problem, which is finding a 

matching of maximum size where every two distinct matches are not connected by any 

edge, has drawn a big attention among researchers because of its importance in 

marriage problems, artificial intelligence and VLSI design. First proposed by Cameron in 

1989, the problem is proved to be NP-hard in general graphs. Nevertheless, a 

maximum induced matching can be found in polynomial time for many special graph 

classes such as co-comparability graphs and chordal graphs. 

Trapezoid graphs, which are a subclass of co-comparability graphs, arise in many 

applications, especially VLSI circuit design. In this paper, we design an O(n2) solution for 

finding a maximum induced matching in trapezoid graphs which are a subclass of 

co-comparability graphs, based on a dynamic programming method on edges with the 

aid of the sweep line technique on the geometry representation of trapezoid graphs. 

Our approach is to construct the longest chain of ordered edges starting from an 

arbitrary edge such that these edges form an induced matching. A sweep line moving 

from right to left correctly determines the order of dynamic processes. Our result is far 

better than the best known O(m2) algorithm proposed by Golumbic et al in 2000. 

IS031 

14:00-14:15 

Latent variable-based multiple instance learning towards label-free polarity detection 

Peter Lajos Ihasz, Mate Kovacs and Victor V. Kryssanov 

Ritsumeikan University, Japan 

 

Abstract—Extracting information from the audio content of the users’ dialogic 

utterances would provide an easily-perturbed set of features that could serve as a 

reliable and inexpensive mean for emotion recognition, suitable to be applied in 

commercial software development. Owing to the diversity of audio features, however, 

emotion recognition in spontaneous dialogues is a complex task, typically requiring the 
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pre-training of classifiers on large collections of labeled data. To escape the necessity of 

hand labeling, a novel multiple instance learning method is proposed. It performs the 

bag-label-based instance classification through the extraction of latent variables with 

variational autoencoders. In this semi-supervised method, the bags themselves are 

gathered from audio features of "weakly" labeled YouTube videos, thus training is fully 

automated and does not require manual annotation. 

IS107 

14:15-14:30 

Handwritten Signature Authentication using Color Coherence Vector and Signing 

Behavior 

Prattana Thoopsamut and Benchaphon Limthanmaphon 

King Mongkut's University of Technology North Bangkok, Thailand 

 

AbstractðNowadays, many applications are constructed for supporting the daily 

human activities. Authentication is a crucial process to access the sensitive data on any 

applications. This study, we developed a method to verify user identity by using 

handwritten signature. Color Coherence Vector (CCV) and signing behavior parameters 

with the stylus pen on android smartphones are used. The experimental results 

showed that the verification by using signing behavior parameters and image 

processing based on CCV gives authentication accuracy level of 94%. The verification by 

signing behavior parameters improves efficiency to detect the mimic handwritten 

signature. 

IS068 

14:30-14:45 

3D Video Images for Comparing Indian and Iraqi Women’s Foot Width Surface Shape 

Associated with Stance Phase of Gait 

Ali Al-Kharaz and Albert Chong 

University of Southern Queensland, Australia 

 

Abstract—As the foot is a flexible structure, foot shape changes with gait. Seven-video 

images captured with smartphones and photogrammetric techniques were used to 

generate precise  three dimensional foot surfaces in the stance phase (heel-strike, 

midstance and toe-off) of  a gait cycle for women walking on a  platform.  In this 

study, six healthy women (3 Iraqi and 3 Indian) walked barefoot at their comfortable 

speed. The study compared foot width parts (forefoot, midfoot and rearfoot) during 

the stance phase of gait cycle to gather essential information for footwear 

manufacture that takes into consideration foot shape changes during walking. The 

study showed that forefoot for all subjects is wider than other parts in heel-strike, and 

noted slight variations of foot width between Iraqi and Indian women during walking. 

IS124-A 

14:45-15:00 

Investigation of the Use of Wavelets on Dental Panoramic Radiograph Object 

Segmentation 

Ilham Gurat Adillion and Yoshiteru Ishida 

Toyohashi University of Technology, Japan 

 

Abstract—Dental Panoramic Radiograph (DPR) is an image of the entire structure of a 

person’s mouth. Inside DPR is a lot of information such as the structure of trabecular 
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bone, cortical bone, condyle, and rows of teeth. That information is useful to detect 

diseases such as osteoporosis and identification of personal information such as the 

age of the subject. Extraction of information from DPR is done through image 

segmentation process. However, DPR images are mostly available in low quality, which 

means there are a lot of noises inside the image, relatively low contrast and uneven 

lighting.  

In this research, we investigate the ability of wavelet to be applied in DPR 

segmentation problem. From a single DPR image, we cut the image to a specific region 

around the cortical bone object for segmentation, namely Region of Interest (ROI). This 

ROI will be further processed using wavelet transform. Wavelet has the ability to be 

modified in several forms and can be adjusted in regard to time and frequency. 

Therefore, we use wavelet as a mean of preprocessing of the DPR image. The resulting 

image will be segmented using K-means Clustering into classes of object and 

background.  

Testing is concluded on 30 ROI from several DPR images. The result showing 

segmentation performance of accuracy, sensitivity, and specificity of 82.66%, 82.95%, 

and 90.85% respectively. 

 

   Coffee Break <15:30---15:45> 

 

Session IV: Computer Theory and Technology 

Time: 15:45-17:45  

 4101 

Chair: Prof. Harumi Watanabe, Tokai University, Japan 

IS041 

15:45-16:00 

Prevention of SQL Injection Attacks to Login Page of a Website Application using 

Prepared Statement Technique 

Reynaldo E. Castillo, Roxanne A. Pagaduan, Jasmin A. Caliwag and Aira Camille Nagua 

Presenter: Gerald T. Cayabyab 

Technological Institute of the Philippines, Philippines 

 

AbstractðThe rise of digital transaction of different business and internet users for web 

service, mobile or desktop web application is increasing every day. Backend database is 

use to retrieved data for all web application and should be readily available for all the 

users around the world. SQL injection attack is one of the most serious security 

vulnerabilities in Web application system. Most of these vulnerabilities are caused by 

lack of input validations and SQL parameters. Furthermore, for each type of this 

vulnerability, the researchers explained how each type of the said attack works on the 

input validations and SQL parameters. Likewise, the prepared statement technique was 

utilized against SQL Injection. On the implementation of the said technique on the login 

page of a library website, possible scenarios were analysed, simulated, and 

implemented to prolong confidentiality, integrity, and availability of securing the data. 
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By the use of prepared statement technique, unauthorized user can’t perform SQL 

injection attacks such as   tautology and comment-line in login page. 

IS049 

16:00-16:15 

Sentiment Analysis on Tweets with Punctuations, Emoticons, and Negations 

Miks Q. Cureg, Juan Aurel D. De La Cruz, Juan Carlos A. Solomon, Aresh T. Saharkhiz, 

Ariel Kelly D. Balan and Mary Jane C. Samonte 

Mapua University, Philippines 

 

AbstractðSocial media allows people to instantly communicate and share information 

with each other in a public forum. Twitter is a social media website where people 

compose short text messages (commonly known as tweets) which contains emotions 

and feelings. Furthermore, Twitter is considered to be a large repository of emotions, 

sentiments, and moods. Prevailing studies show that analysis of sentiments can be 

done through machine learning. Algorithms, features, and tools may be of use to train 

a model to classify sentiments of a tweet. In this study, tweets which includes different 

parameters (emoticons, negations, and punctuations) were gathered and annotated by 

experts to label their sentiments. Machine learning was applied in this study in order to 

formulate an optimal model.  The results of the experiment shows that the features 

included provided a significant performance in order to identify the sentiment of a 

given microblog statement. The algorithms used to build the model are KNN and Naive 

Bayes with on both English and Filipino datasets. 

IS062 

16:15-16:30 

Barrier enabled QEMU 

Myeongseon Kim, Joontaek Oh and Youjip Won 

Hanyang University, South Korea 

 

AbstractðVirtual machines can be run inside one physical machine. This advantage 

enables cloud service providers and data centers to provide the identical and 

independent services to multiple users with fewer hardware. QEMU, a virtual machine 

that is used widely, has the two problems. One is performance degradation due to the 

amplification of the sync operation. The other is that QEMU not support the BarrierFS 

which uses the barrier enabled I/O stack that can guarantee the order of writes 

without transfer-and-flush mechanism. In this paper, we apply the fdatabarrier() 

system call, which is provided by BarrierFS, to address the I/O performance 

degradation problem due to the amplified sync operations. We also implement the 

barrier handler in QEMU so that the QEMU can execute the guest with BarrierFS to 

reduce the I/O latency caused by transfer-and-flush. The barrier handler recognizes the 

barrier flag in I/O command from guest and transmits the flag to host storage. We 

evaluate performance of the QEMU applied BarrierFS compared with the original 

QEMU. We observe I/O throughput using the varmail of filebench as macro benchmark 

and Mobibench and GNU dd command as micro benchmark. In result of evaluation, 

throughput of the QEMU applied BarrierFS is improved by maximum of 13x and 

minimum of 3.9x compared with the original QEMU. Thus, we verified that the barrier 

enabled QEMU has higher I/O performance than the original QEMU. 
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IS065 

16:30-16:45 

How the Nature of Web Services Drives Vocabulary Creation in Social Tagging 

Koya Sato, Mizuki Oka, Yasuhiro Hashimoto, Takashi Ikegami and Kazuhiko Kato 

University of Tsukuba, Japan 

 

AbstractðA social tagging system allows users to add arbitrary strings, called “tags”, on 

a shared resource to organize and manage information. The Yule–Simon process, which 

has shown the ability to capture the population dynamics of social tagging behavior, 

does not handle the mechanism of new vocabulary creation because it assumes that 

new vocabulary creation is a Poisson-like random process. In this research, we focus on 

the mechanism of vocabulary creation from the microscopic perspective and discuss 

whether it also follows the random process assumed in the Yule–Simon process. To 

capture the microscopic mechanism of vocabulary creation, we focus on the 

relationship between the number of tags used in the same entry and the local 

vocabulary creation rate. We find that the relationship is not the result of a simple 

random process and differs between services. Furthermore, these differences depend 

on whether the user’s tagging attitudes are private or open. These results provide the 

potential for a new index to identify the service’s intrinsic nature. 

IS092 

16:45-17:00 

Customer Segmentation Using Hierarchical Agglomerative Clustering 

Phan Duy Hung, Nguyen Thi Thuy Lien and Nguyen Duc Ngoc 

FPT University, Vietnam 

 

AbstractðCustomer segmentation plays an important role in customer relationship 

management. It allows companies to design and establish different strategies to 

maximize the value of customers. Customer segmentation refers to grouping 

customers into different categories based on shared characteristics such as age, 

location, spending habit and so on. Similarly, clustering means putting things together 

in such a way that similar type of things remain in the same group. In this study, a 

machine learning (ML) hierarchical agglomerative clustering (HAC) algorithm is 

implemented in the R programming language to perform customer segmentation on 

credit card data sets to determine the appropriate marketing strategies. 

IS103 

17:00-17:15 

An Expression Analysis Service based on Edge Cloud Computing 

Tyng-Yeu Liang, Chi-Hong Wu and Yu-Ting Chiang 

National Kaohsiung University of Science and Technology, Taiwan 

 

AbstractðFacial Expression Analysis (FEA) is widely applied in many areas such as 

marketing, health care and on-line learning. For considering performance and cost, FEA 

currently is implemented as a cloud service. However, uploading the streaming of face 

images from the end of networks to clouds will probably result in that the network 

bandwidth in Internet is exhaustively consumed, and finally the quality of the FEA 

service will degrade to an unacceptable level due to high network latency. To avoid this 

problem, this paper is aimed at proposing an expression analysis service system based 

on the architecture of edge cloud computing. The proposed system can efficiently 
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provide users with the services of expression analysis while it need not consume a large 

amount of network bandwidth for data transmission from user clients to data centers. 

Moreover, it can provide a higher precision of expression analysis than related works 

by a method combining MTCNN, OpenFace and BPNN, and it can effectively select 

edge servers for reducing the time of expression analysis. 

IS078 

17:15-17:30 

Hiding Personal Tendency in Set-valued Database Publication 

Dedi Gunawan and Masahiro Mambo 

Kanazawa University, Japan 

 

AbstractðSet-valued database publication has been studied recently due to its benefit 

for various applications such as marketing analysis and advertising. Such databases 

have different characteristics compared to relational databases, where record’s owner 

can be directly associated with his/her values or items. Therefore, publishing raw 

set-valued database to other parties or to the public may cause individual privacy 

breach such as the leakage of sensitive information about individual characteristics or 

individual tendencies when data recipients perform data analysis. To thwart such 

privacy breach, we propose a data anonymization method which protects individual 

tendencies while maintaining structure of records in the database. The proposed 

method employs swapping technique where an individual’s items in a record are 

swapped to items of the other record. Our swapping technique is distinct from existing 

one yielding much structure distortion. We firstly compute individual tendency for each 

record and calculate jaccard coefficient between records to measure their similarity. 

Then we select the record that results in the minimum jaccard coefficient for swapping. 

Such a strategy allows one to maintain records in the database so as to avoid excessive 

structure distortion. Since the swapping strategy only moves some items from a record 

to another one, we can guarantee that the individual tendency can be hidden 

effectively without causing structure distortion immensely. 

IS039 

17:30-17:45 

Integrating the Escaping Technique in Preventing Cross Site Scripting in an Online 

Inventory System 

Jasmin A. Caliwag, Roxanne A. Pagaduan, Reynaldo E. Castillo and Walter Van J. Ramos 

Technological Institute of the Philippines, Philippines 

 

Abstract—This paper discusses the implementation of the Escaping Technique in an 

Online Inventory System to prevent the Cross Site Scripting (XSS) attack. It also covers 

discussion about XSS described as a kind of injection attack that injects malicious scripts 

in the web application. This study also discusses the different types of XSS attacks citing 

some related studies which provide additional necessary information. Furthermore, a 

discussion of preventive measures to address the vulnerabilities of XSS attack is also 

covered in this study. Likewise, the escaping process is able to secure the developed 

online inventory system against XSS attack. Stripping out unwanted data, like 

malformed HTML or script tags prevents this data from being seen as code. The 

implementation of this technique is to be seen in an online inventory system. All of the 
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possible situations were analyzed and imbedded on the developed online inventory 

system. Thus, it is very vital to secure the confidentiality, availability and integrity of the 

data inside the system and to mitigate the vulnerability to spread widely. 

 

 

Session V: Mobile Application Development and Application 

Time: 15:45-18:15  

 4106 

Chair: Prof. Dong Hwa Kim, Hanbat National University, South Korea 

IS035 

15:45-16:00 

DataMinerSchema: A Mobile Learning Application for Analytical Modeling Primer 

utilizing Augmented Reality Technique 

Roxanne A. Pagaduan, Jasmin A. Caliwag, Reynaldo E. Castillo, Paulo E. Felonia and 

Rose Ann C. Gonzales 

Technological Institute of the Philippines, Philippines 

 

Abstract—DataMinerSchema is a Mobile learning application intended for students 

who are taking up data mining and warehousing course. The purpose of this study is to 

inform and give knowledge to the user about data warehousing specifically three types 

of analytical modeling primer such as star schema, snowflake schema, and fact 

constellation schema. DataMinerSchema includes discussion, images, graphics, and 

video presentation.  Augmented Reality (AR) technology was implemented in data 

mining and data warehousing (DMDW) book to display information about the analytical 

modeling primer. The developers evaluated IT professionals, mobile application 

developers, and IT students. DataMinerSchema was evaluated using ISO 9126 Standard 

measuring its quality in terms of functionality, reliability, usability, and portability.  

Based on Likert’s scale, the users’ evaluation result was strongly agreed. 

IS074 

16:00-16:15 

User Acceptance Testing in Mobile Health Applications: An overview and the 

Challenges 

Rozana Suman and Shamsul Sahibuddin 

Universiti Teknologi Malaysia, Malaysia 

 

Abstract—The software development trend has moved from the stand alone 

applications to the development of the mobile applications that had widely used 

nowadays. The software testing also reflected with this changes as it is needed to suit 

with this movement. Today, the mobile health applications had getting great attention 

from all people around the world and become the most important tools for the users. 

In order to promote confidence in using the mobile health applications, an acceptance 

testing needs to be conducted.  Due to the importance and criticality of health, there 

is an urgency of needs to conduct the research in this particular area. Thus, the 

research is conducted to identify the challenges in conducting the UAT in M-Health 

applications. 
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IS079 

16:15-16:30 

PHYTO: An IoT Urban Gardening Mobile App 

Mary Jane C. Samonte, Eugene Paolo E. Signo, Raphael Julian M. Gayomali, William P. 

Rey and Elcid A. Serrano 

Mapua University, Philippines 

 

AbstractðUrban gardening has taken the interest of people in the Philippines. Due to 

several reasons, such as better quality of produce, less expensive alternative, and with 

the accessibility of the Internet, it has been made possible for people to gain the 

information they need for gardening and equipment. The recent advancement and 

dependence on the Internet today, allowed the development of Internet of things 

(IoT). With IoT, it is possible to connect anything to the “cloud” using hardware such as 

a microcontroller units. Application of this technology could be seen from agriculture, 

manufacturing, health and home security. This study focused on the integration of 

urban agriculture on indoor gardening. The developed system provided plant owners 

and enthusiasts a possible way of monitoring plants’ condition in an indoor setup 

through a mobile application. The mobile application gives updates and information, 

such as light and water plant needs, through the use of microcontroller unit sensors 

and other components. Sensors used and connected to the indoor plants provide 

information like the indoor temperature and humidity, plant’s soil moisture and the 

water level of the water source. By using a mobile application, analysis of the plant 

conditions can be determined and known by the plant owners through a connection 

with the cloud. This study shows that the developed system is highly recommended as 

a means of alternative urban gardening and has a high commercial viability. 

IS091 

16:30-16:45 

Satisfaction Experiment on i-Exercise Developing for Assisting Orthopedics Patients 

Sunton Wongsiri and Wongthawat Liawrungrueang 

Prince of Songkla University, Thailand 

 

AbstractðTypically, the orthopedic department has many hand diseases patients. Most 

common hand diseases are Trigger finger, Stiff hand, De-quervain’s tenosynovitis, 

Carpal tunnel syndrome and follow-up patient in post-operative care in flexor tendon 

repair. The rehabilitation programs are very important for improving their symptoms 

and disease for non-operative and post-operative care.  For the treatment, a doctor 

has to give the patient a brochure which explains the hand's rehabilitation program, 

and the patient can train himself at home by following the brochure’s contents. 

However, the patient's training activity is not observed by the doctor because there is 

no communication between the doctor and his patient. Moreover, the patients may 

misunderstand brochure contents, and they do not pay attention to follow their 

training programs. In this study, a mobile application for the patient assistance is 

developed to improve performance of the aforementioned training program, i.e., the 

doctor can follow patient training activity and give suggestion when he comes back to 

the future treatment. As reported, more than 50% of the users accept this application. 

Moreover, the application contents meet the user expectations and requirements 
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more than 60%. Therefore the proposed application achieves to help doctors and their 

patient to success their rehabilitated training programs. 

IS043 

16:45-17:00 

Price Watch: An Online Price Monitoring Mobile Application with Exponential 

Smoothing for Agribusiness and Marketing Assistance Service 

Gerald T. Cayabyab, Paula Jean M. Castro, Reynaldo E. Castillo and Walter Van J. 

Ramos 

Technological Institute of the Philippines, Philippines 

 

AbstractðEvery day, almost every Filipino citizen goes to a public market to purchase 

different agricultural products for their daily food consumption. Some merchants and 

dealers increase the price of their products for their own sake. Many Filipino citizens 

earn a minimum wage to feed their family. Certain major problems existing in the 

majority of our public markets cover important aspects of market operations such as 

location, construction, sanitation, security /safety, market fee collection, and 

occupancy of stalls result in the gradual but progressive deterioration of the markets. 

This study focuses on the analysis, design, and whole development of the mobile 

application, Price Watch and implementation of Exponential Smoothing algorithm. This 

mobile application helps Filipino citizens be aware of the prices of commodities in the 

public market. The mobile application allows its users to see the prices of different 

products in the public market and show the graph so users will easily recognize the 

increase in the price of the products every day, monthly, and yearly. It also has the 

capability to forecast the daily price of the product in the public market. Also show the 

price of the agri products of selected market in NCR. With the use of ISO/IEC/IEEE 

29119 Testing Standards, the application was evaluated in terms of its functional 

suitability, usability and reliability. Based on the evaluation results, the application 

satisfied the respondents and possible users, with an overall mean rating of 4.22. 

IS1002 

17:00-17:15 

Quality of Service of Protocols Performance Evaluation for Internet of Thing 

Applications Development Using Low-Cost Devices 

Thongdy keophilavong, Widyawan and Muhammad Nur Rizal 

Universitas Gadjah Mada, Indonesia 

 

AbstractðThe Quality of Service (QoS) of Message Queuing Telemetry Transport 

(MQTT) and Constrained Application Protocol (CoAP) play significant role for the 

Internet of Things (IoT) application development to ensure that the messages 

transmission between the Machine to Machine (M2M) communications are achieved. 

The IoT is also rapidly developed that enabled everything to be connected to each 

other. This paper proposes the implementation of QoS to focus on 3 levels of MQTT 

protocols: (i) CoAP is a protocol to compare the result between the protocols such as 

average data throughput, (ii) the average round-trip delay time of publish and (iii) 

subscribe the data in the real environment in the smart environment. In addition, this 

work is also present the results of the experiment that shows the data transfer 

between client and server the performance of QoS, real devices such as raspberry pi 3, 
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Node MCU and temperature sensors are proposed to implement and test the whole 

system. 

IS037 

17:15-17:30 

Development of an Educational Mobile Game Applications for Grade 5 for Knowledge 

Channel Inc. 

Reynaldo E. Castillo, Carl Jayson Cheng, Jasper S. Agustin and Maria Christina R. Aragon 

Technological Institute of the Philippines, Philippines 

 

AbstractðThis paper discusses the development of mobile games for grade five 

students in learning Mathematics. The study specifically aims to have an additional tool 

in leaning grade five Mathematics. With the study, the students would be able to 

identify, define, describe, compare, choose, visualize, simulate, demonstrate and solve 

grade five Mathematics problems and other related problems. The design and 

development of the study were made possible by the Technological Institute of the 

Philippines (T.I.P.) in partnership with the Knowledge Channel (KC) Incorporated. Series 

of presentations were made during the development, testing, and evaluation of these 

mobile applications. The study includes the assessment of the developed mobile 

applications using the Knowledge Channel Focus Group Discussion (FGD). The mobile 

games had gathered an average mean of 3.67 which was interpreted as "excellent." 

Aside from the FGD, the study got an average score of 4.65 as an evaluation using 

questionnaires drafted from the ISO 25010. This checks the quality of a system to the 

degree to which the mobile applications satisfy the stated and implied needs of its 

various stakeholders, and thus provides value. Furthermore, pre-test and post-test 

were conducted to identify if the study was able to help students in learning. Upon 

comparing the results, the study is proven that mobile applications were able to 

improve student learning when the games were played. An average rate of 48.86% 

increase was observed. 

IS050 

17:30-17:45 

E-Complaint: An Analytical Crowdsourcing Mobile Application for Community Peace 

and Order System 

Mary Jane C. Samonte, Justine Marl Q. Arganza, Carl Matthew E. Aurelio and Princess 

Dianne A. Gonzales 

Mapua University, Philippines 

 

AbstractðCrowdsourcing is a portmanteau of crowd and outsourcing, which is a 

specific sourcing mode that uses contributions from the Internet users to acquire the 

services and ideas needed. E-Complaint is a crowdsourcing mobile application, which 

automates the manual processes of filing, handling and creating data analysis of the 

complaints of a local government unit in the central business district in the Philippines. 

The researchers aim not only to develop a system that will collect, record, retrieve and 

create analysis of data regarding the complaints of the residents of a barangay or 

community that will be stored in cloud storage, and a system that is accessible in major 

mobile platforms, but also to bridge the gap between authorities and the common 

people. The application will serve as the people’s mouth to directly shout out their 
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concerns that bothers them in every way possible. The researchers believe that this 

system is helpful to the residents of the barangay by raising their issues or complaints 

easier and helpful to the barangay officials by tracking the complaint history, creating 

data analysis for future planning and lessen their workload. 

IS038 

17:45-18:00 

EzDelivery: A Mobile Delivery Application Applying Fixed Radius near Neighbors and 

Held-Karp Algorithms 

Reynaldo E. Castillo, Jasper S. Agustin, Ma. Christina R. Aragon and Elijah Demetriv P. 

Miranda 

Presenter: Roxanne A. Pagaduan 

Technological Institute of the Philippines, Philippines 

 

AbstractðThere are many products that can be delivered like water, LPG, rice, etc. and 

people are most likely to request for delivery whenever possible because it is very 

convenient. Small-scale businesses that offer delivery services already have access to 

smart phones, but there is no application yet that can help them in handling deliveries 

efficiently specially the fastest route for multiple customer delivery. With the trend of 

mobile applications and advancement of technology, the researchers have 

conceptualized this study to address the issue. This study focuses on the analysis, 

design, and development of EzDelivery implementing Held-Karp and Fixed-Radius Near 

Neighbors algorithms. This mobile application helps small-scale business in handling 

their deliveries and allows them to know the fastest delivery route. Furthermore, the 

application allows customers to easily locate nearby businesses and order products 

conveniently. For the route suggestion, Held-Karp algorithm was used to show the 

fastest rate with better time complexity than brute force algorithm. On the other hand, 

fixed-radius near neighbors algorithm was used to locate the nearby establishments 

because of its effectiveness in attaining the mobile application’s functionality. During 

the testing, the application was able to retrieve the nearby establishments based on 

the customer’s delivery location and it also gave the fastest delivery route with 

turn-by-turn navigation and instruction. To check the acceptance level of the 

application, the researchers conducted a survey derived from ISO 25010. For the 

customers, the average rating is 4.49 and an average of 4.65 rating for the business 

establishments which are both interpreted as highly acceptable. Therefore, the 

application met the project objectives and satisfied the ISO 25010 standards. 

IS060 

18:00-18:15 

Factors Supporting User Interface Design of Mobile Government Application 

Pinnaree Kureerung and Lachana Ramingwong 

Chiang Mai University, Thailand 

 

AbstractðM-Government services are an extension of e-Government. M-Government 

services, are an extension to e-Government services, in which citizens receive 

information and services through their mobile devices anywhere and anytime. 

Although m-government applications share similar characteristics with other mobile 

applications, there are unique characteristics to be considered when designing the user 
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interface. User interface design guidelines that are applicable to general mobile 

applications are not always suitable to be used with m-government applications. An 

appropriate usability engineering framework for m-government application is needed. 

It should cover the unique characteristics and, ultimately, lead to satisfaction of diverse 

citizens. Therefore, this paper focuses on developing a usability engineering guideline 

for designing user interface of m-government application.  The pilot study was 

performed using Delphi study, clustering, and classification methods to discover factors 

affecting the design of user interface. As a result, eleven factors were found to be 

crucial to the user interface design. The factors identified from experts and users 

includes learnability, Privacy, Simplicity, Governance, Organization, Effectiveness, 

Security, Responsiveness, Simultaneousness, Memorability, and Notification.. The 

factors were then analyzed to form a usability engineering guideline that will guide 

developers in designing the user interface with desired characteristics. 

 

 

Session VI: Modern Information Theory and Information Medical Technology 

Time: 15:45-18:00  

 4102 

Chair: SC to be added 

IS051 

15:45-16:00 

An Agent Based Framework for Healthcare Teamwork 

Craig E. Kuziemsky and Amos Harris 

University of Ottawa, Canada 

 

Abstract—As team-based healthcare delivery becomes more ubiquitous we need to 

develop approaches that characterize different contexts of teamwork to enable us to 

better design HIT to support healthcare teams. This research helps address that need 

by using the O-MaSE method to develop a multi-agent framework for healthcare 

teamwork. Our framework enables us to characterize a patient case as needing a multi- 

or interdisciplinary team and then describes the structural, behavioral and interface 

configurations needed to support healthcare teamwork for the patient case.  The 

research presented in this paper help us understand the complex nature of healthcare 

teamwork and HIT design to support it. 

IS054 

16:00-16:15 

Advanced Foot Pressure Technology for Demonstrating the Influence of Over-weight 

and Obesity on Ankle Joint 

Suhad KR Al-Magsoosi and Albert K. Chong 

University of Southern Queensland, Australia 

 

AbstractðFoot pressure technology has been utilized to study the influence of 

over-weight and obesity on the ankle joint which because of gaining weight lead to 

change gait characteristics, particularly foot ailments, and has been used in academic 

teaching in the Medical and Allied Health fields for over 30 years. However, earlier 
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sensors often required an indoor setup as they were not portable. Advanced 

technology provides the means to take the system outdoors, thus the having the ability 

to determine the impact of walking-paths terrain on foot pressure and on the ankle 

joint. Over-weight and obesity cause a number of adverse walking issues for the ankle 

as extra weight is loaded onto this vital joint component. In addition, footpath terrain 

may be uneven and thus plays a role in the characteristics of gait and subsequently has 

an impact on the ankle. In this research, simulated obesity was introduced to study 

foot pressure and the impact on the ankle of outdoor walking. One aspect was the 

potential for foot injury, particularly foot ankle rotation. This technology allows 

researchers and academics to demonstrate the impact of over-weight and obesity in 

outdoor walking. 

IS042 

16:15-16:30 

A Mobile Expert System using Fuzzy Logic for Diagnosing Kidney Diseases 

Ricardo F. Rivera Jr., Roxanne A. Pagaduan, Jasmin A. Caliwag, Felizardo C. Reyes Jr. 

and Reynaldo E. Castillo 

Technological Institute of the Philippines, Philippines 

 

AbstractðThis paper presents the work of developing a mobile expert system to 

provide information about the different kinds of kidney diseases. The mobile 

application developed is capable of diagnosing the user based on their health 

condition. The source of data used to build the expert system was collected from 

various related literature studies and interviews with experts in kidney diseases or 

Nephrology.  

The information provided by the application will help users in identifying early signs 

and symptoms of kidney diseases and will also improve their knowledge regarding 

these diseases. Detection of kidney diseases at a primary stage is essential to increase 

people's survival rate. The Decision Tree and Fuzzy logic algorithm were utilized to filter 

different symptoms and provide an accurate result of the diagnostic testing. The 

mobile application was evaluated by Nephrologist, Patients, and Mobile developers 

through its functionality, usability, and reliability using the ISO 9126 Software Quality 

Characteristics standard. The research evaluation results showed that the mobile 

application was able to achieve the defined objectives from the outcome of the survey 

given to the experts and other evaluators. 

IS104-A 

16:30-16:45 

Energy Harvesting Techniques for Self-Powered Internet of Things 

Po-Hung Chen 

National Chiao Tung University, Taiwan 

 

AbstractðMillions of devices are necessary to collect large amounts of data from 

sensors in internet oft things. However, the cost of replacing large number of 

battery-powered sensors is very high, which limits the possible applications. In order to 

extend the application level, realizing the self-powered internet of things becomes 

important. Among various types of energy transducers, photovoltaic cell and 

thermoelectric generator are two most promising solutions due to their relatively high 
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power density. The photovoltaic cell converts the light energy while the thermoelectric 

generator converts the temperature differences across the device into electricity. The 

output voltage of these transducers are direct current (dc) and varies according to 

environment conditions. Furthermore, the limited power budget of the transducers 

bring harsh challenges to develop an energy-efficiency energy harvesting interface.  

This talk will introduce the design challenges and the solutions to develop the 

energy-efficient energy harvesting interface. The main topics include the energy 

sources, energy transducers, system architecture, maximum power point tracing, 

startup mechanism and key building blocks. Some design examples and recent design 

trends are also included. The simulation and measurement results demonstrates the 

concepts of the proposed techniques. The proposed energy harvesting interface is 

possible to extract energy from the transducers efficiently is suitable for self-powered 

internet of things.  

IS105 

16:45-17:00 

A Comparative Study of Repeat Buyer Prediction: Kaggle Acquired Value Shopper Case 

Study 

Thanat Charanasomboon and Waraporn Viyanon 

Srinakharinwirot University, Thailand  

 

AbstractðMany consumer brands try their best to offer promotions that attract new 

customers with that hope the customer will remain loyal to the brand and come back 

to buy more. However, only a fraction of customers who use these promotions actually 

remained loyal after the promotion period. This type of person typically bought 

products because they had a promotion (one-time deal hunter) As a result, 

promotional campaigns have become less effective. Thus, the prediction model is now 

a popular tool to make predictions about customers who remained loyal after the 

promotional period to make it more targeted and maximize its effectiveness. In this 

paper, a solution was proposed on repeat buyer prediction in order to identify buyers 

with the potential to come back to buy more products. This solution would help 

companies reduce their budgets in terms of distributing promotional offers to 

customers, not just a one-time deal hunter. In this study, the dataset used was called 

"Acquire Value Shopper Challenge", which focused on customers transactions and used 

a promotional offering information on the Kaggle website. The aspect of feature 

engineering was based on a summary and the aggregation of customers transaction 

over a few months. The classifier and regressor techniques for creating prediction 

models, which included a random forest classifier, a random forest regressor, an 

XGBoost classifier, and a gradient boost regressor which incorporated with leave one 

out technique. To evaluate the models, the area under the operating characteristic 

curve (AUC) was used. The final result was 0.60936 which is equivalent to twentieth 

place in the contest. The first place in the contest was 0.62703. 

IS116 

17:00-17:15 

Online News Veracity Assessment Using Emotional Weight 

Fatin Amanina Ahmad Tarmizi, Phan Xuan Tan, Khaironi Yatim Shariff and Eiji Kamioka 

Shibaura Institute of Technology, Japan 
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AbstractðTrillions of data are being created every day on the Internet due to the 

growing number of social platforms on the World Wide Web (WWW). Processed data 

when given in context makes information of any knowledge. However, irresponsible 

use of the data or misinterpretation of data could be the reasons for false information 

dissemination. Many researchers from various fields, such as computer science and 

social science, draw their focus on assessing the veracity of information. There are 

many techniques to perceive this topic, for instance, social network behaviour, and 

semantic analysis. The common practice is using semantic analysis approach, where 

the syntactic structure is analysed and polarity of the texts is determined. In this paper, 

we approach the veracity assessment by using emotion analysis. We identified 

emotional states conveyed in news content and calculated the weight of each state in 

each news content. Contrary to popular belief, our finding showed that emotional, or 

affective states conveyed in false news are varied - positive and negative states. The 

distinct feature is the weight of the states in news content. Using multi-layer 

perceptron, we classified the news and achieved 90% accuracy with our collected 

dataset and 85% using LIAR dataset. 

IS117 

17:15-17:30 

RTCOP: Context-Oriented Programming Framework  based on C++ for Application in Em

bedded Software 

Ikuta Tanigawa, Kenji Hisazumi, Nobuhiko Ogura, Midori Sugaya, Harumi Watanabe 

and Akira Fukuda 

Kyushu University, Japan 

 

AbstractðIn this paper, we propose a context-oriented programming (COP) framework for 

embedded software based on C++. The framework aims to enable us to apply COP to 

embedded systems. The next generation of software systems such as the internet of things 

or Industry 4.0 requires the ability to dynamically adapt to various contexts such as the 

changes in their surrounding environment. COP is an approach that is suitable for such 

software development. COP treats context explicitly and provides mechanisms to adapt 

dynamically to the changes in the context at runtime. The currently existing COP languages 

are extensions of Java, Smalltalk, etc. However, these programming languages are not 

suitable for embedded systems. Even now, numerous embedded software packages are 

developed with C or C++; thus, it is important to extend C++ for COP. Our COP framework 

named RTCOP exhibits mechanisms of method dispatching and layer activation for 

implementation of COP. Furthermore, to achieve adequate performance for embedded 

systems, the framework demonstrates the following features. (1) It is configurable for 

reducing memory, (2) the speed of method dispatching and layer activation is within a 

practical range. In this paper, we describe our proposal of the COP framework. 

IS126 

17:30-17:45 

Implementation of Deep Reinforcement Learning 

Meng-Jhe Li, Yu-Jung Huang and Shao-I Chu 

I-Shou University, Taiwan 

 

AbstractðReinforcement Learning (RL) is different from supervised learning, which is 
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learning from a training set of labeled examples provided by a knowledgeable external 

supervisor. RL is also different from unsupervised learning, which is typically about finding 

structure hidden in collections of unlabeled data. A Deep-Q-Network (DQN) RL system 

relied heavily on GPUs to accelerate computation. However, it is challenging to implement 

and deploy a RL model in an embedded system which has limited computing units and 

programming capacity. PYNQ with CPU-FPGA heterogeneous architecture is a platform that 

aims at developing embedded systems based on FPGA. This paper aims at constructing a 

fast FPGA prototyping framework for Cart-Pole problem on PYNQ platform. 

IS023 

17:45-18:00 

Advanced Techniques to Study Foot Pressure of Healthy Young Adults 

Kadhem Al-Daffaie and Albert K. Chong 

University of Southern Queensland, Australia 

 

AbstractðThis research introduces an innovative alternative statistical methodology to 

improve the way of conducting human gait analysis using advanced foot pressure 

capture technology. The developed approach is more efficient than the most 

commonly used approaches in the field. It enables experts to achieve more accurate 

results. In addition, it requires less efforts, cost and time. 

A study was carried out to approve the efficiency of that methodology. Five healthy 

young adults were voluntary recruited and data were recorded using 300E F-scan 

insole-sensors. Contact area (CA) and peak pressure (PP) from ten foot regions, i.e. 

heel, midfoot, first metatarsal (MTH1), second metatarsal (MTH2), third metatarsal 

(MTH3), fourth metatarsal (MTH4), fifth metatarsal (MTH5), hallux, second toe and 

third-fifth toes, were analysed. 

For all of the 20 parameters studied, the proposed approach achieved more accurate 

results than that used commonly in the literature.  

Moreover, our findings indicated that the heel and midfoot regions had the first two 

highest values of contact area (CA), while the 2nd toe and 3-5th toes regions had the 

lowest two values. On the other hand, the regions of the heel and hallux had the 

biggest values of peak pressure (PP). Whereas, the regions of the 2nd toe and 3-5th 

toes had the lowest two values. 
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Time: 09:00-10:00  

 4106 

Chair: Prof. Graziano Chesi, The University of Hong Kong, Hong Kong 

IS009 

09:00-09:15 

A Non-Orthogonal Multiple Access based Relaying Scheme for Cellular Two-Way Relay 

Networks 

Zhaoxi Fang, Yingzhi Lu, Jiong Shi, Liping Jin and Jiansuo Ji 

Zhejiang Wanli University, China 

 

AbstractðIn this paper, we propose a novel relaying scheme for cellular two-way relay 

networks (cWTRNs) based on non-orthogonal multiple access (NOMA) principle. 

Specifically, in the multiple access phase, signal space alignment based precoding is 

adopted at the base station such that the multiuser channels are divided into multiple 

sub-channels. In each sub-channel, NOMA is used to support two data streams. At the 

relay station, successive interference cancellation is employed for decoding, and XOR 

based network coding is used for signal forwarding. We analyze the achievable rate of 

the proposed NOMA based relaying scheme and investigate the power allocations to 

maximize the achievable sum-rate. Numerical results are presented and it is shown 

that the proposed scheme outperforms conventional amplify-and-forward based 

relaying scheme. 

IS014 

09:15-09:30 

On the Computation of the Peak of the Impulse Response of LTI Systems 

Graziano Chesi and Tiantian Shen 

The University of Hong Kong, Hong Kong  

 

Abstract—This paper addresses the problem of determining the peak of the impulse 

response of continuous-time linear time-invariant (LTI) systems, a classical problem in 

systems theory. A novel condition for establishing upper bounds of the sought peak is 

proposed in terms of feasibility of a system of linear matrix inequalities (LMIs). This 

condition is obtained by describing the trajectory of the system through the level set of 

a polynomial, by using projection techniques for evaluating the position of the level set, 

and by exploiting the Gram matrix method. The proposed condition is sufficient for any 

degree of the polynomial, moreover, the conservatism can be decreased by increasing 

this degree. As shown by some examples, the proposed condition provides significantly 

less conservative results than the existing methods. 

IS021 

09:30-09:45 

Protocol Integration for Vertical Systems 

David C. Ni, Erik Shen and Sunny Hsu 

Unitech Electronics, Taiwan 
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Abstract—As AIoT standards, such as wired-wireless sensor and control networks, are 

established, the users are seeking vertical systems for inclusion of backend services. In 

this paper, we present an implemented case of integration of wired DALI standard and 

wireless Zigbee standard by embedding the former protocol into the latter protocol, 

and further extend from frontend to backend systems via smart gateways, device and 

connectivity management framework from perspectives of end-to-end service systems. 

IS118 

09:45-10:00 

The Seamlessness of Outdoor and Indoor Localization Approaches based on a 

Ubiquitous Computing Environment: A Survey 

Khamla Non Alinsavath, Lukito Edi Nugroho, Widyawan and Kazuhiko Hamamoto 

Universitas Gadjah Mada, Indonesia/ Tokai University, Japan 

 

Abstract—In the world today, various ways of positioning alongside location awareness 

have been developed. They play an important role towards improving the performance 

of localization system based technologies for indoor and outdoor conditions, which 

enables the user to clarify a problem, to develop a system that supports various users’ 

needs and assist in their requirements. The outdoor positioning provides an accurate 

estimation of a location through the use of the global positioning system. However, it 

cannot be used indoors due to the inherent weakness in the signal. Therefore, the 

indoor positioning systems require an alternative solution to improve its performance. 

The integration of indoor and outdoor positioning systems seamlessly is significant 

towards bridging different systems without obstacle, and helps to support the user 

with ease. This paper examines previous literature works with regards to different 

locations and positioning that have enabled integration of indoor and outdoor 

environments seamlessly. The paper will seek to analyze the historical works in terms 

of their respective research methods, results and proposals. The associated challenges 

for the system are included in this paper as well, as a means to enable continuous 

improvement of the system in a real environment. Through the use of sensor 

technologies, the system can be utilized to improve daily activities by improving the 

complexity of the positioning technology. 
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IS033 

09:00-09:15 

A Study on Performance Evaluation of Different Parameter Settings of Particle Swarm 

Optimization in Job Shop Scheduling Problem 

Patcharawadee Poolsamran 

Burapha University Sakaeo Campus, Thailand 

 

AbstractðThis study is to present a particle swarm optimization (PSO) to solve a job 

shop scheduling problem with the objective of minimizing a makespan. The solution 



ABSTRACT  
  

 

 40 / 50 
 

representation of a particle that is encoded with a permutation of all operations on 

jobs. The operations are ordered by precedence constraints. For the performance 

evaluation, each particle is evaluated by a quality of the fitness function. In the particle 

swarm optimization model, the effect of parameters, like the swarm size, on 

performance are investigated in this paper. In different swarm sizes, the performance 

of proposed methodology is tested on forty well-known benchmark problems from the 

OR-library. The computational results demonstrate that the proposed methodology 

can effectively solve a job shop scheduling problem and also take less processing time 

although run on a personal computer. 

IS057-A 

09:15-09:30 

Platform as a Service (PaaS) Automation Control 

Alalaa N. Tashkandi 

Aramco, Saudi Arabia 

 

AbstractðCloud Computing is an evolving business model for delivering IT services. The 

market needs automation control to secure the adoption of Cloud Computing concept. 

Based on the results of Cloud Computing Adoption research paper (1), it was found 

that Security, Complexity and Relative Advantages are significant determinants of 

Adoption by organizations.  

Automation Control enabled Platform as a Service (PaaS) Private Cloud Computing. 

Without this control, this type of cloud computing would not be possible in large 

organizations. PaaS accelerates the delivery of services through automation. PaaS 

involves an agile delivering of Application Servers and database systems for 

development and production operation purposes.  

In large Organizations, hosts, databases and applications are managed by different 

entities for Segregation of Duties (SoD) purposes. To achieve end-to-end automation, 

all these parties are involved in the process. This create challenges in terms of 

responsibilities and security control. SoD control is recommended to provide 

acceptable protection of executable used by the automation technology and provide 

auditing of automation development and operation.  

In Saudi Aramco, the exploration of PaaS technologies was started in 2013. However, it 

was not adopted due to complexities associated with cross functional process 

workflow. Controls where set in place to maintain responsibilities of each organization 

without impacting the adoption of PaaS. These controls actually leverage on existing 

segregation of duties to achieve secure and controlled rollout of high quality 

automation associated with PaaS. In addition, the controls enforcement are automated 

to minimize the impact and delay of manually enforcing them. 

IS059 

09:30-09:45 

A branch-and-cut algorithm framework for the integrated aircraft hangar maintenance 

scheduling and staffing problem 

Yichen Qin, Felix T.S. Chan, S.H. Chung and T. Qu 

The Hong Kong Polytechnic University, Hong Kong 

 

Abstract—The problem of maintenance scheduling and staffing at an aircraft heavy 
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maintenance service company is studied. The objective is to establish an integrated 

aircraft maintenance schedule and maintenance technicians’ rosters to fulfil different 

maintenance requests while minimizing the overall tardiness cost and labor cost. Upon 

receiving the maintenance requests, the hangar planner has to determine if the 

maintenance company is capable to serve the aircraft within the planning period, then 

allocate the parking stands and staying time of each aircraft in the hangar for the 

subsequent maintenance operations. Due to the complexity of the combinatorial 

problem, the commercial solver using branch-and-bound algorithm is incapable to 

tackle with the medium-sized instance within reasonable time. To enhance the 

computational efficiency, a framework of branch-and-cut algorithm is proposed in this 

paper, aiming to decompose the original model and tighten the lower bound of the 

original problem by the effective cuts. The concept of combinatorial benders’ 

decomposition algorithm is adopted in the development of algorithm. 

IS066 

09:45-10:00 

Data Analytics and BI Framework based on Collective Intelligence and the Industry 4.0 

Cindy-Pamela Lopez, Marco Segura and Marco Santórum 

Escuela Politécnica Nacional, Ecuador 

 

Abstract—Nowadays, business is subject to frequent changes in operations because of 

the continuous alignment of changes in strategies and business environment due to 

rapid changes in human and business resources considering the complexity of 

businesses. Currently, Business Intelligence is way to handle these frequent changes 

and risks. In the past BI was so complex thing for business to adopt and only big 

businesses were able to implement this but now BI is becoming simpler and even web 

based on cloud, so it is easy even for small and medium business to adopt this to do 

business in a smart way. The purpose of this literature review is develop a framework 

of BI and Data Analytics using the collective intelligence, new technologies of the 

Industry 4.0 paradigm in order to provide a service with low cost and intelligence 

service for small and medium business which don’t have budget to pay an expensive 

license and hiring an expert to can design the analysis to improve productivity and 

profitability. 
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Business optimization in logistics and performance through technology implementation 

in developing countries 
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Kevin Michel Rabefaritra, Feno Heriniaina Rabevohitra and Faradina Haingonirina 

Andrianarimanana 

Chongqing University, China 

 

AbstractðWhile fast-growing countries in terms of technology like Japan, USA, South 

Korea, China, Finland, etc. are taking advantage of information and communication 

technology (ICT) to launch mobile apps, set up online payments and improve public 

security, public and private businesses also use it to improve economic development 

and problem-solving efficiency. That is not the case in developing countries where IT 

use is not considered when it comes to solving a problem because of its higher 

investment cost. This paper intends to highlight technology’s role in business economic 

development, how it can solve problems, and the difference it can bring. We introduce 

GreenApp: a set of a mobile and a web application developed for a social waste 

management company in Madagascar called Greentsika, which has solved many of its 

monitoring issues and improved financial control and health. This technology improved 

the business by a factor of 7.14 as proven by computing the economic value created 

before and after application use. 

IS044 

10:30-10:45 

TARA: Traveler’s Automated Routing Application 

Reynaldo E. Castillo, Jasmin A. Caliwag, Amos Joseph C. Santos, Roxanne A. Pagaduan 

Presenter: Maria Christina Aragon 

Technological Institute of the Philippines, Philippines 

 

AbstractðThis study is focus on the analysis, design, and development of Traveler’s 

Automated Routing Application (TARA) utilizing Bellman- Ford Algorithm. TARA allows 

the users to visit multiple tourist destinations using their mobile devices. The 

application provides shortest route, efficient scheduling of activities and 

recommendations where to visit first. This leads to minimizing the time being 

consumed when creating itinerary, traveling into different places and enjoy hassle free 

trip. Rapid Application Development (RAD) was observed in the analysis, design and 

development of the application. The Bellman-Ford algorithm was used to compute the 

shortest possible path from the single source vertex to all other vertices. During the 

testing, the study was able to help the travelers in creating and handling their 

itineraries. Also, the shortest route with turn-by-turn navigation with instruction was 

given to the users. Acceptance level of the application was measured using a survey 

form drafted from the ISO 25010. Based on the results, the study obtained 4.19 as an 

average rating from the evaluators. Thus, the application met the travelers’ satisfaction 

in visiting, handling and creating their itineraries. 

IS115 

10:45-11:00 

Bidirectional LSTM for Continuously Predicting QoE in HTTP Adaptive Streaming 

Tho Nguyen Duc, Chanh Minh Tran, Phan Xuan Tan and Eiji Kamioka 

Shibaura Institute of Technology, Japan 

 

Abstract—Continuous monitoring of quality of experience (QoE) has increasingly 
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become an important mechanism in quantifying the user's satisfaction over video 

streaming services. Such mechanism requires approaches with the ability to model the 

complex temporal dependencies and time-varying characteristics of the QoE. 

Long-Short Term Memory (LSTM) related approaches carried out by recent research 

efforts have shown highly potential results since they can leverage past events 

occurring during a streaming session. However, the unidirectional LSTM structure only 

consider forward dependencies, leading to high possibility of missing out useful 

information. In this paper, a novel model for continuous QoE prediction is proposed to 

consider not only forward dependencies but also backward dependencies. The 

proposal utilizes a Bidirectional Long Short Term-Memory (BLSTM) model to process 

inputs obtained from perceptual video quality algorithms, rebuffering, and 

memory-related temporal data. Comparisons with other state-of-the-art models 

indicate that the proposed model achieves very promising performance in terms of 

accuracy. 

IS076 

11:00-11:15 

A Modified Generation of S-Box for Advanced Encryption Standards 

Ronielle B. Antonio, Ariel M. Sison and Ruji P. Medina 

Technological Institute of the Philippines, Philippines 

 

Abstract—Data security is one of the pressing issues that needs to be addressed in this 

data-driven time. Enhancing techniques in data security can prevent attackers in 

launching attacks. AES is one of many cryptography tools that can be used in data 

security. S-box is one of the key parts and the only nonlinear part of AES. The paper 

enhanced S-box generation by combining its original S-box and an S-box generated by 

Logistic Map. Evaluation using avalanche effect shows that the results of encrypted 

texts using the modified S-box is 51% on average, better than 48% on average of the 

original. 

IS090-A 

11:15-11:30 

Implementing Energy Efficient Random Network Coding 

Heehoon Shin and Joon-Sang Park 

Hongik University, South Korea 

 

Abstract—We discuss optimizing energy efficiency of Random network coding (RNC) 

implementations for smartphone environments. RNC is known to benefit various facets 

of networked systems. Experiments show that our method can reduce the energy 

consumption of RNC considerably compared to a conventional RNC implementation. 
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10:15-10:30 Pi-Hsia Yen 

Yu Da University of Science and Technology, Taiwan 

 

AbstractðThis paper test of the disposition and house money effect across market 

states in the context of mutual fund investors in China, based on a sample period that 

extends from January 2006 to December 2017. Previous studies primarily document 

the existence of the disposition effect in China without addressing: first, the impact of 

market states (bullish, bearish and neutral market) on the investors’ disposition effect; 

and, second, we separate the fund performance according to the different levels of 

gains and losses. Our results suggest that investors are characterized by a house money 

effect when they have extreme capital gains under a bull market, and investors are 

characterized by an inverse disposition effect (they redeem their losing mutual fund 

units) when they have moderate capital losses under a neutral market. Thus, 

disposition effect is not uniform; it varies across market states in China. Our findings 

are robust to aggregate, investor levels, and the others robustness testing factors. 

IS125-A 

10:30-10:45 

AI in HR: Replace or Reinventing Human Resources 

Wan Jung Hsiao 

National Chi Nan University, Taiwan 

 

AbstractðAdopting artificial intelligence (AI) within human resources is dramatically 

transforming the human resources industry. Some people are worried that AI will take 

the place of HR professionals, and many employee of HR will lose their jobs. This paper 

gathers evidence form a lot of research on the impact of AI on HR and concludes that 

AI is just to be used to free up HR departments to focus on higher level, meaningful 

activities. We will discuss about how to apply AI for recruiting and training. In this 

paper, we will propose many AI practices of HR, and talk about its potential advantages 

and disadvantages. Finally, some guide for HR will be proposed. 

IS067 

10:45-11:00 

Framework to Develop a Business Synergy through Enterprise Architecture 

Cindy-Pamela Lopez, Marco Segura and Marco Santórum 

Escuela Politécnica Nacional, Ecuador 

 

Abstract—New enterprises face several challenges in keeping their customers and 

keeping up with the dynamic growth of services and products. On the other hand, 

enterprises are generating Petabytes of data and managers don’t know how to use this 

invaluable data. Some big enterprises are growing quickly because of the right use of 

information as a key factor in their decision-making and market intelligence. Business is 

developing rapidly and in unpredictably. The rapid evolution of the Internet is opening 

up opportunities to create new kinds of business like e-business, smart factories, and 

virtual enterprises (VE). In this context, based on Enterprise Architecture (EA), VE, and 

synergy in business integration, we propose to develop a research framework, which 

details the formal process to achieve a fluid business synergy in business collaboration 

processes. The proposal consists of a conceptual model with three factors: EA, VE, and 
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Synergy in Business Integration and Collaboration (BIC). 

IS123-A 

11:00-11:15 

Error-resistive, Random-accessible File Systems on Byte-addressable Nonvolatile 

Memories 

  Yi-Hua Chen and Po-Chun Huang   

   Taipei Tech, Taiwan 

 

Abstract—With the rapid upscaling of the storage density, the reliability of modern 

nonvolatile memories has degraded a lot, which seriously limits the applications of 

nonvolatile memories. While the reliability enhancement problem on block devices 

such as flash memory has been extensively studied, there is a missing piece on 

enhancing the reliability of randomly insertable/deletable file systems on 

byte-addressable nonvolatile memories. Unfortunately, directly applying existing 

reliability-enhancement strategies of block devices onto byte-addressable devices could 

be costly in terms of space wastes and performance overheads. In this work, we 

propose space allocation and management strategies for randomly 

insertable/deletable, multi-versioned file systems on byte-addressable nonvolatile 

memories, such as phase-change memory, spin-torque-transfer random-access 

memory, resistive memory, and racetrack memory. Our main objective is to 

time-efficiently and space-economically enable random accesses to multi-versioned 

files in file systems, and the case with a gigantic number of small files can be effectively 

supported. 
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IS048 

Image Denoising via Generative Adversarial Networks with Detail Loss 

Songkui Chen, Daming Shi, Muhammad Sadiq and Meilu Zhu 

Shenzhen University, China 

 

Abstract—Image denoising is a challenging task which aims to remove additional noise 

and preserve all useful information. Many existing image denoising algorithms focus on 

improving the typical object measure, peak signal-to-noise ratio (PSNR), and take the 

mean square error (MSE) as their loss function to train their networks. Although these 

algorithms can effectively improve the PSNR on the benchmark dataset, their denoised 

images often lose some important details or become over-smooth in some texture-rich 

regions. In order to solve this problem, we introduce the Generative Adversarial 

Networks (GAN) and the perceptual loss from single image super-resolution (SISR) field 

into our image denoising work. The GAN and perceptual loss can help our network to 

better focus on the recovering of details during denoising. Besides, we propose a new 

convolutional neural network which achieves state-of-the-art result on PSNR. To 

understand easily, we use the term Detail Loss to represent the whole loss including 
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the MSE and high-frequency loss. Our experimental results show that our method 

outperforms the current state-of-the-art methods on preserving the details during 

denoising. Compared to the current state-of-the-art methods, the denoised images by 

our method are clearer, sharper and more realistic on details. 

IS034-A 

Blockchain-based Key Management for Healthcare Information System 

Tzung-Her Chen and Ting-Le Zhu 

National Chiayi University, Taiwan 

 

Abstract—Although patients’ privacy and security which are regulated in Health 

Insurance Portability and Accountability Act (HIPAA) [1] and reinforced by redesigning 

cryptographic key management solutions [2,3] in a couple of recent researches, they 

are still problematic due to the lack of the consideration of whether the patient is 

directly involved. Furthermore, privacy and security research issues are prevalent in 

decentralized architectures, such as cloud environment, blockchain [4,5], etc. With the 

recent bloom of interest around blockchains, privacy and security in healthcare 

information system (HIS) should be revisited to examine the new possibility and 

implementation accordingly. The conception of blockchain-as-a-chamber proposed in 

this paper aims at the patient’s control by holding the knowledge of the corresponding 

key, called the chamber existing in blockchains. In such a way, a patient can control the 

healthcare information (HI) by controlling key usage.  

By combining a designated-verifier design, a patient can cryptographically facilitate the 

interoperation on the HI with the designated medical staff members. As revisiting the 

previous cryptographic key management solution of complying with the HIPAA 

regulations, the redesigned blockchain-enabled version achieves not only the privacy 

and security but also benefits much more from the blockchain platform.  

IS120 

Classification of Illegal Activities on the Dark Web 

Siyu He, Yongzhong He and Mingzhe LI 

Beijing Jiaotong University, China 

 

Abstract—The strong anonymity and hard-to-track mechanisms of the dark web 

provide shelter for illegal activities. The illegal content on the dark web is diverse and 

frequently updated. Traditional dark web classification uses large-scale web pages for 

supervised training. However, the difficulty of collecting enough illegal dark web 

content and the time consumption of manually labeling web pages have become 

challenges of current research. In this paper, we propose a method that can effectively 

classify illegal activities on the dark web. Instead of relying on the massive dark web 

training set, we creatively select laws and regulations related to each type of illegal 

activities to train the machine learning classifiers and achieve a good classification 

performance. In the areas of pornography, drugs, weapons, hackers, and counterfeit 

credit cards, we select relevant legal documents from the United States Code for 

supervised training and conduct a classification experiment on the illegal content of the 

real dark web we collected. The results show that combined with TF-IDF feature 
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extraction and Naive Bayes classifier, we achieved an accuracy of 0.935 in the 

experimental environment. Our approach allows researchers and the network law 

enforcement to check whether their dark web corpus contains such illegal activities 

based on the relevant laws of the illegal categories they care about in order to detect 

and monitor potential illegal websites in a timely manner. And because neither a large 

training set nor the seed keywords provided by experts are needed, this classification 

method provides another idea for the definition of illegal activities on the dark web. 

Moreover, it makes sense to help explore and discover new types of illegal activities on 

the dark web. 

IS016-A 

Configuring a Protection Routing with Secure Mechanism Using Completely 

Independent Spanning Trees 

Jou-Ming Chang 

National Taipei University of Business, Taiwan 

 

Abstract—A set of k(> 2) spanning trees in the underlying graph of a network topology 

is called completely independent spanning trees (CISTs for short) if they are pairwise 

edge-disjoint and inner-node-disjoint. If k = 2, the two CISTs are called a dual-CIST. It is 

well-known that determining if there exists a dual-CIST in a graph is an NP-hard 

problem. Since a reactive routing strategy is a popular technique for mobile ad-hoc 

networks (MANETs), Kwong et al. [IEEE/ACM Trans. Networking 19(5) 1543{1556, 

2011] proposed a centralized routing scheme to integrate mechanisms of route 

discovery and route maintenance for intra-domain IP networks by using the 

multi-paths technique. They further defined that a routing is protected if there is an 

alternate with loop-free forwarding when a single link or node failure occurs. Shortly 

afterward, Tapolcai [Optim. Lett. 7(4) 723{730, 2013] showed that a network 

possessing a dual-CIST suffices to establish a protection routing. In this paper, we 

demonstrate that protection routing is also suitable for relatively large (static) network 

topologies with scalability, such as interconnection networks with recursive structure. 

Since Cayley graphs have a large number of desirable properties of networks, they 

were widely used as topologies of the interconnection network. Moreover, for such 

networks, since every node has a unique address represented by a permutation like as 

a host in an IP network, the study on constructing protection routing of Cayley graphs 

is significative in theory and practice. We configure a protection routing on some 

famous subclasses of Cayley graphs (including alternating group graphs, bubble-sort 

graphs, and star graphs) by using dual-CISTs. In particular, for alternating group graphs, 

we give a construction of three CISTs, which provides a protection routing such that all 

messages transmitted in the network are secure, i.e., no other node except the 

destination can receive the complete message. 
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Located virtually on top of JR 

Hamamatsucho station, and close-by to 

many of Tokyoôs most famous attractions, 

the WTC  is easily accessible to those 

tourists exploring Tokyo city. The large 

glass windows provide unobstructed views 

of Mt. Fuji, Tokyo Tower, Tokyo 

SkyTree, Roppongi Hills, Tokyo Bay and 

almost everything in between, with rental 

binoculars allowing you to take a closer 

look at everything. 

 

The current Imperial Palace is located on 

the former site of Edo Castle, a large park 

area surrounded by moats and massive 

stone walls in the center of Tokyo, a short 

walk from Tokyo Station. It is the 

residence of Japan's Imperial Family. 

Edo Castle used to be the seat of 

the Tokugawa shogun who ruled Japan 

from 1603 until 1867. 

Ginza is a district of ChȊǾ, Tokyo, located 

south of Yaesu and KyǾbashi, west 

of Tsukiji, east of YȊrakuchǾ and 

UchisaiwaichǾ, and north of Shinbashi. It 

is a popular upscale shopping area of 

Tokyo, with numerous internationally 

renowned department stores, boutiques, 

restaurants and coffeehouses located in its 

vicinity. It is considered one of the most 

expensive, elegant, and luxurious streets in 

the world. Ginza was a part of the old 

Kyobashi ward of Tokyo City. 

https://www.japan-guide.com/e/e2164.html
https://www.japan-guide.com/e/e2017.html
https://www.japan-guide.com/e/e2135.html
https://www.japan-guide.com/e/e2128.html
https://en.wikipedia.org/wiki/Yaesu
https://en.wikipedia.org/wiki/Ky%C5%8Dbashi
https://en.wikipedia.org/wiki/Coffeehouse
https://en.wikipedia.org/wiki/Tokyo_City
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A shopping street of over 200 meters, 

called Nakamise, leads from the outer 

gate to the temple's second gate, the 

Hozomon. Alongside typical Japanese 

souvenirs such as yukata and folding 

fans, various traditional local snacks 

from the Asakusa area are sold along 

the Nakamise. The shopping street has 

a history of several centuries. 

The Sumida River  is a river that 

flows through Tokyo, Japan. It 

branches from the Arakawa 

River at Iwabuchi and flows into Tokyo 

Bay. Its tributaries include 

the Kanda and Shakujii rivers. What is 

now known as the "Sumida River" was 

previously the path of the Ara-kawa. 

However, towards the end of 

the Meijiera work was carried out to 

divert the main flow of the Ara-kawa to 

prevent flooding. 

https://www.japan-guide.com/e/e2103.html
https://en.wikipedia.org/wiki/Tokyo
https://en.wikipedia.org/wiki/Arakawa_River_(Kanto)
https://en.wikipedia.org/wiki/Arakawa_River_(Kanto)
https://en.wikipedia.org/wiki/Iwabuchi
https://en.wikipedia.org/wiki/Tokyo_Bay
https://en.wikipedia.org/wiki/Tokyo_Bay
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